
Abstract— An automatic mesh generation method employing a 

dynamic bubble system can provide a high-quality mesh for 

electromagnetic finite element analysis. However, there is a 

problem that it takes very long time to compute bubbles’ 

movement when a mesh with a huge number of elements is 

produced. Bubbles move by the force among them like the van der 

Waals force. When they are very far, the force can be ignored. 

Therefore, it is not necessary to calculate the force from all the 

bubbles.  

In this paper, we propose the subdivided dynamic bubble 

system. The proposed method divided an analysis region into 

some tetrahedral elements, and then the bubbles moves 

independently in the tetrahedral elements. As the result, the 

reduction of the computation time was achieved. 

Index Terms—Dynamic bubble system, finite element analysis, 

mesh generation, parallel computing. 

I. INTRODUCTION 

In recent years, Finite Element Analysis (FEA) is 

frequently done for design and performance survey of 

electromagnetic machines. As a preprocessing of FEA, mesh 

generation is necessarily required. It is well known that some 

simulation conditions depend on the accuracy and the 

computation time. One of such simulation conditions is mesh 

quality. That is, a mesh of good quality yields high analysis 

accuracy and short computation time. However, the mesh 

generation of very large-scale model is usually very laborious 

and time consuming. In order to solve this issue, a 3-D 

automatic mesh generation method adopting a dynamic bubble 

system has been proposed [1]-[4]. It composes a dynamic 

bubble system and a Delaunay division [5]. The dynamic 

bubble system generates a set of vertices inside an entire 

analysis domain, and then the Delaunay division completes 

connection of the vertices to make a mesh. 

The dynamic bubble system proposed in [1] has high 

ability to generate a high-quality mesh. On the other hand, it 

has a problem that it takes long computation time, and it is 

difficult to deal with a very large-scale model. That is, it 

requires a large computational cost and a large memory to 

simulate bubbles’ movement. The bubbles move according to 

forces acting on them. However, the force of one bubble is 

nearly zero from bubbles far from it. Accordingly, it is 

unnecessary to simultaneously move all the bubbles. To solve 

this problem, the proposed bubble system generates an initial 

coarse mesh, and it is generated from the nodes of the initial 

input data using the Delaunay division. The initial coarse mesh 

contains some tetrahedral elements, and the bubbles’ 

movement is performed in the individual initial tetrahedral 

elements. By dividing the computation area, it is possible to 

reduce a used memory. Recently, a PC has a large memory, 

however the use of a GPU is proposed for acceleration of a 

mesh generation [6]. As of now the memory of the GPU is not 

so large.   

In this paper, we propose a subdivided dynamic bubble 

system for large-scale model, and bubbles moves 

independently in each tetrahedral element of the initial coarse 

mesh. Moreover, the proposed method is parallelized with 

GPGPU in order to accelerate an automatic tetrahedral mesh 

generation. Here, the large-scale model means that a generated 

mesh has a large number of elements, more than one million. 

II. SUBDIVIDED DYNAMIC BUBBLE SYSTEM 

A. Ordinary Dynamic Bubble System 

The dynamic bubble system [1] is a physical model using 

multiple bubbles. It generates and moves many bubbles in an 

analysis domain, and computes a dense disposition of them as 

possible. The disposition of nodes obtained with the dynamic 

bubble system has a smooth variation of sparse and dense. 

Therefore, it is promised that a high-quality mesh is generated. 

Fig. 1(a) shows the procedure of the ordinary dynamic bubble 

system [1]. 

The ordinary dynamic bubble system has an issue that it 

takes long computation time and a large memory is consumed 

for a large-scale problem. Let the number of bubbles be N, and 

N × (N–1) computations is necessary in every time step. 

Consequently, the computation time explosively increases with 

increase of bubbles. In addition, since one bubble receives 

force from all the other bubbles, a common large memory use 

for storing the position and size of the bubbles. However, 

recently, large-scale FEAs with more than one million 

elements have been occasionally done; therefore the dynamic 

bubble system has to be improved to deal with more than one 

million elements at least with short time as possible. 

B. Subdivided Dynamic Bubble System 

In the proposed subdivided dynamic bubble system, firstly, 

bubbles are generated independently in each tetrahedral 

element of the initial coarse mesh. Then, all the generated 

bubbles move according to the force between the bubbles. The 

force is mathematically modeled by the van der Waals force. 

Generally, remote bubbles far from one bubble are not 

considered to practically affect the one. Therefore, a force 

computation from all the bubbles wastes long time. In the 

proposed system, hence, the bubble movement is performed 

independently in each tetrahedral element of the initial coarse 
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mesh. The initial coarse mesh is generated by connecting the 

nodes of the initial input data with the Delaunay division, and 

some tetrahedral elements are generated at first.  

We propose a subdivided dynamic bubble system, which 

moves bubbles independently in each tetrahedron of the initial 

mesh. Fig. 1(b) shows the procedure of the subdivided 

dynamic bubble system.  

 
(a)                    (b)      

Fig. 1.  Flowchart of (a) the ordinary dynamic bubble system and (b) the 

subdivided ordinary dynamic bubble system. 

III. COMPARISON OF COMPUTATION TIME 

The usefulness of the automatic mesh generation 

employing the subdivided dynamic bubble system is verified 

on an iron core model. The iron core model consisting of an 

iron core and a coil in 3-D space was meshed with a variety of 

number of elements. Fig. 2 shows the comparison of the 

computation time with the ordinary dynamic bubble system 

and the subdivided dynamic bubble system. Here, a reduction 

rate  defined as follows is used as an indicator of acceleration. 

 
 

100
sub

subord 



t

tt
 . (1) 

where tord are tsub are the computation time in the case of the 

ordinary dynamic bubble system and the one of the subdivided 

dynamic bubble system, respectively. 

The reduction rate is approximately 40%. However, when 

the number of bubbles is more than 500,000, the ordinary 

dynamic bubble system cannot converge in a realistic time. 

The reason is that it is necessary to access all over a wide 

common memory to obtain the position and size of bubbles. It 

takes a long time to access all over the wide common memory. 

However, the subdivided dynamic bubble system can converge 

since the memory accessed to calculate the force of one bubble 

is limited in a narrow area. The acceleration of the dynamic 

bubble system is achieved for the mesh generation of a large-

scale model. 

In order to aim to accelerate furthermore, the subdivided 

dynamic bubble system is parallelized with GPGPU [6]. Fig. 3 

shows the comparison with the ordinary dynamic bubble 

system and the subdivided dynamic bubble system parallelized 

with GPGPU. The reduction rate is nearly 90% and much 

higher than that of the subdivided dynamic bubble system 

without GPGPU. The subdivided dynamic bubble system 

parallelized with GPGPU successfully divided a mesh with 

1,000,000 bubbles. 

IV. CONCLUSION 

In this paper, we propose an automatic mesh generation 

using a subdivided dynamic bubble system and parallelize this 

method with GPGPU. As a result, we have achieved about 

90% reduction rate adopting both subdivision and 

parallelization with GPGPU.  In full paper, we want to indicate 

algorithm which we cannot explain in this paper. 

 
Fig. 2.  Comparison of computation times with the ordinary dynamic bubble 

system and the subdivided dynamic bubble system (CPU computation). 

 
Fig. 3.  Comparison of computation times with the ordinary dynamic bubble 

system with CPU and the subdivided dynamic bubble system with GPGPU. 
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