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Abstract—The Self-Adaptive Low-High Evaluation
Evolutionary-Algorithm (SALHE-EA) is used to solve multi-
modal optimization problems. SALHE-EA is able to fnd the
multiple optima of a single objective function andto give an idea
of the fitness landscape in the neighbourhood of &se optima.
This aspect is of crucial importance when the singl objective
function is obtained by means of the weighted sumfothe
objective functions each related to a different gdaof the
optimization problem. This paper presents an improed version of
SALHE-EA. This new version has some different feates, the
most important is its suitability for parallelizati on.

Index Terms— Finite Element Methods, Optimization
Methods, Evolutionary Computation, Parallel Algorithms.

I. INTRODUCTION

Optimization techniques are often applied in engjiimg
applications. The solution of an optimization pexalis more
difficult when it requires to achieve many goal%.iin case of
multi-objective optimization. A way to overcome ghi
difficulty is to use a single objective functionbtained by
means of the weighted sum of the objective funeticelated
to each goal of the optimization problem. This Vaigl
function (WF) is often multimodal, i.e. this funeti presents
multiple optima in the feasible domain. In this easay be
helpful to provide not only the global optimum kexten the
local ones. In fact these are useful if the gldbelbngs to a
small niche or if the designer a posteriori choaseshange
the relevance of the goals.

In artificial intelligence, the Evolutionary Algdhims
(EAs) [1] are optimization methods, inspired to umat
evolution process, useful to solve different kinfl roulti-
objective optimization problems (MOOPs),
electromagnetic problems.

The optimization of electromagnetic devices reliee
method able to solve the optimization problem usimfy a
few number of the objective function evaluationkisTis due
to the high computational cost of a single evaamgtin fact it

usually requires solution by means of a numericq
computational method (FEM, FDM, MOM, etc.). Many €A

such as Niching Genetic Algorithms (NGASs) [2] udehing
techniques to maintain population diversity ancpésmit the
investigation of many peaks at the same time, yeatiibwing
the parallelization of the algorithm [3].

like

fewer evaluations of the objective function. Thisppr
presents an improvement version of SALHE-EA. Th&wn
version has some different features respect tmtiggnal one,
the most important is its suitability for paralieltion.

II. SALHE-EA

In the following optimization will refer to maximéion
without loss of generality. SALHE-EA is a couplgdahastic-
deterministic optimization algorithm. At the begimg of the
stochastic sectiolN individuals are random generated. After
that, five fundamental steps are performed a fimechber of
timesng (number of generations). These steps are: sefgctio
mutation, elimination of useless individuals, idécation of
new hypothetical maxima (optima) and new hypotlabtic
minima (they are “hypothetical” because they mdfedifrom
the true maxima or minima), evaluation of nicheiirast the
end of the last generation the "doublets" are ddleboublets
are the hypothetical maxima belonging to the sarobenof
another hypothetical maximum better of them. At ¢mel of
the stochastic section, a deterministic method, Paftern
Search (PS), is applied to the remaining hypothktitaxima
in order to improve their WF value. In the optimina of
electromagnetic devices the computation efforttdutbe steps
of the SALHE-EA is negligible compared to the timeed to
obtain a numerical solution. Moreover in each niehPS is
performed and, of course, can run in parallel. kamhore
since PS always starts from a point close to th@mon it
converges with a little number of objective funatio
evaluations. So, in order to estimate the overplingzation
time only the number of objective function evaloas of the
SALHE-EA stochastic section is relevant.

Each generation two individuals are selected fotatimn
by means of two different mechanisms. Each selected
individual breeds two times. The fitness of therfgenerated
individuals is computed. Note that in case of paral
omputing this behavior makes ineffective the uemore
an four CPU. Hence, for the stochastic sectiba,tumber
of objective function evaluationss is equal to:

)

where ng is generation number and N the initial population
size. Therefore assuming that fithess evaluatioadsiean

nv=4ng + N

The SALHE-EA is able to find multiple optima of aaverage timel, for each individual, the overall optimization

multimodal function and to give information aboutnéss
landscape in the neighborhood of these optimaNWjreover
SALHE-EA works better than other optimization mathavith

time Ty is about:

T = (4ng + N)T, ()



Parallelizing SALHE-EA using a standard master/slave Table Il shows results for the casehsi=5: whenh and|

model [5] involves a lower limit on the overall apization
time equal to:

nvT, @)

In fact, a simple parallel version of SALHE-EA, rées

(using a number of CPAN) a timeTs for the initial population
fithess evaluation plus a timegTs for the offspring fithess
evaluation. The Parallel SALHE-EA (PSALHE-EA) pressht
here has some new features that permit to consilyeraduce
the overall optimization time respect to the li(d].

T = A+0Q)T, =

I1l.  PARALLEL VERSION OFSALHEA-EA

SALHE-EA and PSALHE-EA differ in several ways, e.g :
the number of individuals selected for reproductieach
generation, the number of offspring generated bghea
individual selected, the absence in PSALHE-EA of th
mechanism of elimination of useless individuals aridthe

fitness comparison between parent and offspringe th

introduction in PSALHE-EA of a replacement mechanisin
the individuals that are identified as hypothetioaxima or
minima and stored in an external archive and f@s thason
deleted from the population. The PSALHE-EA algorittarti
be exhaustively explained in the extended version.

The most important feature of PSALHE-EA is the

possibility to select more than two individuals for
reproduction; this is not feasible using the coriguar
mechanism implemented in SALHE-EA.

If h andl individuals are selected for the reproduction by

the two different selection mechanisms respectivaiyg the
number of generation is equalrigp, the number of objective
function evaluationsvp is equal to:

nvp=N+(h+1)ngp . (4)
with a overall optimization time:
TP =[N+ (h+1)ngp]T, ®)

Making full use of parallelization this time can tealuced to:
nvpT, (6)
+

h+l
Hence, using the same number of evaluations, nvpthev
PSALHE-EA computing time gain respect to SALHE-EA is:

4
Tpto[ = mTt (7)

where the upper limit to the sufin+1) is due to the number of
available CPUs.

Tpy = @+ nQ)T, =

ot

IV. NUMERICAL RESULTS

The evaluation of performance was carried out apgly
PSALHE-EA to a set of mathematical functions, tyflicased
for multimodal algorithm benchmarking [6], and
electromagnetic problems. Table | and Table Il shibw
percentage of authentic maxima found on Shekelxh&les
function (over 25 true maxima). Table | shows rssabtained
on a single CPU system, i.e. without parallelizatibhe new
strategy adopted in PSALHE-EA gives comparable tgsul
using the same number of offspring of SALHE-BAHI| = 2)
and about the same overall optimization time.

to

increase, the performance slightly decreases (a®%)t but
the use of parallel computing drastically reducdse t
optimization time. The results on mathematical fiors are
averaged over 100 trials.

The PSALHE-EA algorithm was also applied to various
electromagnetic optimization problems. The valioiatiwas
performed by means of the TEAM Workshop Problem 22
(SMES), for the discrete case with three paramdi@rsThe
device optimization required 1386 objective funatio
evaluations and a computational time of about 2qQU0T;
for PSALHE-EA, 100T for PS). The method identified four
niches: Table Il shows values of each optimum.

More details and results will be given in the fodiper.

TABLE |
COMPARISON BETWEENSALHE-EA AND PSALHE-EAON

€ SHEKEL' S FOXHOLES FUNCTION
PERCENTAGE OF SUCCESS
Tror ng nv
SALHE-EA PSALHE-EA
100(T; 24¢ 100C 50.30% 48.07%
250(Ts 622 250C 87.00% 85.56%
500(Ts 117z 500C 97.76% 97.44%
TABLE I

PERFORMANCE OFPSALHE-EAUSING PARALLELIZATION

Teot ngp nvp PERCENTAGE OF SUCCESS
100T, 90 1000 40.31%
250T, 228 2500 78.43%
500T; 465 5000 93.15%
TABLE IlI

OPTIMA FOR THE SMESBENCHMARK WITH h=I=5

OPTIMUM R> ho/2 dz OBJECTIVEFUNCTION
o1 3.0949: | 0.2543: | 0.3658¢ 0.08944
02 3.17709| 0.39029 0.22740 0.101432
O3 3.34220| 0.78149 0.10246 0.145205
04 3.11887| 0.31150 0.29489 0.029608
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